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#### Abstract

We have carried out molecular-dynamics (MD) simulations on dimers of the positively charged laser dyes pyronine 6G (P6G) and rhodamine 6G (R6G) in aqueous solution, generating trajectories of 2.5 ns for various computational protocols. We discuss how the choice of atomic partial charges and the length of the trajectories affect the predicted structures of the dimers and compare our results to those of earlier MD-simulations, which were restricted to only 0.7 ns . Our results confirm that monomers of P6G easily undergo relative rotations within the dimer, but we found new conformations of the R6G dimer at longer simulation times. In addition, we analyzed in detail the energy change during the formation of dimers. With suitable corrections, the electrostatic energy from an Ewald treatment agrees with the results from an approach relying on a residue-based cutoff. For P6G, we show that the strong solvent-mediated electrostatic attraction between the monomers is counteracted by an almost equally large solventinduced entropy contribution to yield a small driving force to dimer formation, in very good agreement with the freeenergy change from a thermodynamic-integration procedure. Thus, earlier rationalizations of the dimer formation, based only on energy arguments, yield a qualitatively wrong picture.
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## Introduction

Xanthene molecules are well known for their remarkable photophysical properties. Therefore, they are frequently used as efficient laser dyes and fluorescent probes attached to molecules of biological interest [1-6]. However, aggregation of these dye molecules in aqueous solution $[3,7]$ can interfere with their successful usage due to a drastic dropoff in the fluorescence quantum yield, discernible even at very low concentrations of $\sim 10^{-6} \mathrm{M}$ [8].

Self-aggregation of xanthene dyes poses a non-trivial physico-chemical problem because in general these molecules are positively charged, so that, at first glance, the interaction among such moieties is anticipated to be repulsive. Usually, aggregation in aqueous solution is observed for non-polar neutral molecules and ascribed to "hydrophobic interactions" [9], whereas recent moleculardynamics simulations on picrate anions in water revealed a definite trend for these charged moieties to form aggregates up to tetramers [10]. Thus, the atomistic mechanism of the latter type of aggregation has remained controversial.

Association between ions of like charge could be caused by a number of possible physical mechanisms, ranging from direct bonding to simultaneous attachment to a third species. A special case of these interactions might be represented by $\pi$-stacking between flat, like-charged aromatic moieties [11]. The molecular mechanism of $\pi$-stacking, although directly observed in many organic and bioorganic systems, has not yet been fully rationalized theoretically, even for the case of neutral species [12-14]. Indeed, systematic theoretical studies on the $\pi$-stacking of likecharged aromatic residues are still rare [7, 10].

Hence, self-aggregation of xanthene-dye molecules represents an interesting challenge for theoretical studies. Recently, Daré-Doyen et al. presented a molecular-dynamics (MD) study on pyronine $6 \mathrm{G}(\mathrm{P} 6 \mathrm{G})$ and rhodamine 6 G (R6G) dimers in aqueous solution [7]. However, these MD-
simulations comprised rather short trajectories and some uncertainties remained regarding the force-field description. In particular, the atomic (partial) charges on the dye molecules do not seem to have been chosen according to standard procedures consistent with the force field used.
These issues needed to be clarified before we were able to tackle MD-simulations on the structure and relative mobility of rhodamine-DNA complexes, currently under study [15]. Therefore, we undertook a more detailed computational study to establish a suitable protocol for MDsimulations of dimers of P6G and R6G (Fig. 1) in aqueous solution. In the following, we will present and discuss these results and compare them to those of previous investigations [7].

## Materials and methods

We carried out MD-simulations using the program suite AMBER 8 [16]. For continuity with previous MD-simulations on DNA duplexes, [17, 18] we chose the force field AMBER-95 [19]. This and also a more recent variant of the AMBER force field [20] require that partial atomic charges be supplemented when used for the chromophores under study. The recommended procedure for generating atomic charges for AMBER 8 is based on a point-charge representation of the electrostatic potential (ESP) as ob-



Fig. 1 Structure and atom labels for a pyronine $6 \mathrm{G}(\mathrm{P} 6 \mathrm{G})$ and $\mathbf{b}$ rhodamine 6G (R6G)
tained from an HF-SCF calculation with a $6-31 \mathrm{G}^{*}$ basis set [19]. Strong local "variations" among atomic charges are controlled with a penalty function, applied in the "restrained" version (RESP) [21] of the Merz-Kollman ESP-fitting procedure [22, 23]. Unless mentioned otherwise, we based the determination of atomic charges on molecular geometries optimized at the B3LYP/6-31G* level.

All electronic structure calculations were carried out with the program package Gaussian98 [24]. However, we were unable to reproduce the charge values suggested by DaréDoyen et al. (in the following designated "DD") [7] when we checked the RESP atomic charges for both P6G and R6G, using an HF/6-31G* description (in the following referred to as "STD"), which is the recommended standard for supplementing the force field AMBER-95 $[16,25]$ see Table 1.

To clarify this discrepancy, we explored RESP atomic charges for P6G and R6G in more detail. First, we compared charge results for P6G from HF-SCF calculations with basis sets of increasing flexibility, namely $6-$ 31G, $6-31 \mathrm{G}^{*}, 6-31 \mathrm{G}^{* *}$, and $6-311 \mathrm{G}^{* *}$ (Table S1 of the Electronic Supplementary Material, ESM). On going from the $6-31 \mathrm{G}$ to the $6-31 \mathrm{G}^{*}$ (STD) basis set, i.e. by including polarization functions on non-hydrogen centers, the average absolute charges change by 0.03 e . By far the largest changes occur at the oxygen center O1 and its carbon neighbors C10; both charges decrease (by absolute value), i.e. for O 1 from $-0.439 e$ to $-0.282 e$ and for C 10 from $0.568 e$ to $0.426 e$. Inclusion of polarization functions for hydrogen atoms ( $6-31 \mathrm{G}^{* *}$ ) does not alter the charge distribution noticeably compared to the STD results, with an average absolute change of $0.004 e$; the largest variation of an atomic charge was found for the carbon centers C7 within the ethyl substituents of the nitrogen centers, namely $0.040 e$ and $0.028 e$ for $6-31 \mathrm{G}^{*}$ and $6-31 \mathrm{G}^{* *}$, respectively. Atomic partial charges vary somewhat more when the basis set is increased to triple- $\zeta$ quality, $6-311 \mathrm{G}^{* *}$; the average absolute change was 0.010 e . We also determined RESP charges from a charge distribution generated at the B3LYP/6-31G* level; these charges are, in general, smaller by absolute value, i.e. the charge distribution appears to be locally less polarized than in the STD case (Table S1). Finally, we also studied charges for a geometry determined at the HF/6-31G level as indicated by DaréDoyen et al. [7] but the RESP charges are hardly affected if derived from charge distributions of the same level, B3LYP/6-31G* or HF/6-31G. At the electronic structure level used by Daré-Doyen et al. [7], HF/6-31G for both structure and charge distribution, we also probed the differences between the RESP scheme [21] and the original ESP variant $[22,23]$ as well as another version of potentialderived charges [26] (Table S1). However, with all these variations of the computational procedure, we were unable to reproduce the DD charges of [7].

As the STD and DD solutions of the reverse problem of electrostatics differed significantly, we decided also to study the resulting electrostatic model potentials $V_{\text {STD }}$ and

Table 1 RESP charges of pyronine 6 G and rhodamine 6 G molecules ${ }^{\text {a }}$

|  | Pyronine 6G |  | Rhodamine 6G |  |
| :---: | :---: | :---: | :---: | :---: |
|  | DD | STD | DD | STD |
| C1 | 0.256 | 0.048 | 0.363 | 0.135 |
| C2 | -0.318 | -0.118 | -0.303 | -0.104 |
| C3 | -0.211 | -0.246 | -0.237 | -0.270 |
| H3 | 0.218 | 0.206 | 0.213 | 0.213 |
| C4 | 0.081 | 0.072 | 0.096 | 0.083 |
| C5 | -0.454 | -0.286 | -0.397 | -0.299 |
| H51-H53 | 0.152 | 0.101 | 0.129 | 0.101 |
| C6 | 0.522 | 0.269 | 0.410 | 0.261 |
| N | -0.742 | -0.412 | -0.608 | -0.423 |
| H | 0.414 | 0.329 | 0.375 | 0.327 |
| C7 | 0.382 | 0.040 | 0.271 | 0.062 |
| H71-H72 | -0.001 | 0.097 | 0.029 | 0.090 |
| C8 | -0.304 | -0.315 | -0.335 | -0.319 |
| H81-H83 | 0.086 | 0.107 | 0.099 | 0.105 |
| C9 | -0.680 | -0.436 | -0.550 | -0.442 |
| H9 | 0.251 | 0.182 | 0.205 | 0.181 |
| C10 | 0.627 | 0.426 | 0.524 | 0.428 |
| O1 | -0.390 | -0.282 | -0.328 | -0.287 |
| H1/C11 | 0.135 | 0.170 | 0.204 | 0.123 |
| C12 | - | - | -0.284 | -0.194 |
| H12 | - | - | 0.172 | 0.154 |
| C13 | - | - | -0.051 | -0.114 |
| H13 | - | - | 0.165 | 0.169 |
| C14 | - | - | -0.180 | -0.115 |
| H14 | - | - | 0.172 | 0.159 |
| C15 | - | - | -0.109 | -0.146 |
| H15 | - | - | 0.190 | 0.174 |
| C16 | - | - | -0.223 | -0.161 |
| C17 | - | - | 0.838 | 0.822 |
| O2 | - | - | -0.538 | -0.568 |
| O3 | - | - | -0.561 | -0.489 |
| C18 | - | - | 0.381 | 0.383 |
| H181-H182 | - | - | 0.005 | -0.003 |
| C19 | - | - | -0.253 | -0.293 |
| H191-H193 | - | - | 0.070 | 0.087 |

$V_{\mathrm{DD}}$ via their relative difference $R(r)=\Delta V(\mathbf{r}) / \bar{V}(\mathbf{r})=2$ $\left(V_{\mathrm{DD}}-V_{\mathrm{STD}}\right) /\left(V_{\mathrm{DD}}+V_{\mathrm{STD}}\right) \quad$ We checked $R$ for P6G in planes parallel to the molecular plane and found that its maximum value decreased from $6-7 \%$ in the plane at a distance of $3.5 \AA$ from the molecular plane to $3-4 \%$ in the plane at $5.5 \AA$. As another direct comparison, we mention electrostatic potential energy curves during the relative rotation of the monomers in P6G dimers. That interaction features a double minimum shape, again with small but distinct differences (Fig. S1; see ESM). At an inter-planar separation of $3.8 \AA$, the two minima are located at torsion angles $\beta$ (see below) of $\sim 90^{\circ}$ and $\sim 270^{\circ}$, but these angles differ by about $10^{\circ}$ between the two sets of charges. Also the barriers at $0^{\circ}$ twist, $\sim 5 \mathrm{kcal} \mathrm{mol}^{-1}$, differ by $\sim 10 \%$. Although these differences between the two representations of the electrostatic interaction may seem small, they can affect the dynamics of the dimers at longer times significantly. We
note in passing that the minima of the electrostatic interaction at twist angles of $\sim 90^{\circ}$ and $\sim 270^{\circ}$ indicate a dominant role of the quadrupole over the dipole term; of course, at such short inter-planar distances, an argument based on dipole and quadrupole terms cannot be quantitative.

In a further step of our "sensitivity analysis" of the force field used, we probed the different treatments of the electrostatic interaction. As a standard, we used the particlemesh Ewald (PME) technique [27, 28] with the default parameters as implemented in AMBER 8 [16, 25]. DaréDoyen et al. [7], after some test calculations, had opted for the residue-based cutoff procedure implemented in older versions of AMBER. Thereby, if any pair of atoms of two "residues" (molecular moieties) was inside the cutoff, the nonbonding and electrostatic interactions between all atom pairs of these two residues were included. From version 6 on, AMBER switched to an atom-based interpretation of
the cutoff and a PME treatment of the electrostatic interactions as standard [29].

In view of these methodological issues, we carried out MD-calculations for P6G and its dimers, for both STD and DD charges, to study structural and dynamic effects of these force-field parameters in a consistent fashion. We checked the consequences.

Furthermore, for each of these two force field variants, we generated MD-trajectories with and without invoking the PME technique. In calculations with Ewald summation, we applied a cutoff of $10 \AA$ to the van der Waals interactions, but like Daré-Doyen et al. [7] we used an overall cutoff of $12 \AA$ (non-bonding and Coulomb interactions) in calculations that invoked a residue-based selection of the electrostatic interaction. In this way, the electrostatic interaction between the two monomers of a xanthene dimer was always accounted in full. These latter calculations were carried out with the module Sander_Classic of AMBER 6 [25].

All MD-simulations were performed for dye molecules in aqueous solution. For this purpose, we inserted each system into a rectangular box containing TIP3P water molecules [30] and applied periodic boundary conditions. Table S2 of the ESM shows the dimensions of the boxes and the numbers of water molecules for the various solutes. To compensate the positive charge of each chromophore and to render the whole system neutral, we added a chloride ion per dye molecule to each box.

We followed the usual procedures to establish initial structures of MD runs. We first obtained equilibrium geometries $[16,25,31,32]$ and then we generated the dynamics, invoking the SHAKE algorithm for bonds involving H atoms [33, 34]. Specifically, we started each simulation with a minimization of the total energy by applying a conjugate gradient optimization to the solvent structure. Then we carried out a series of equilibration MD runs on the water structure at pressure $P=1 \mathrm{~atm}$ while we kept the structure of the solute fixed. Over 20 ps , the system was gradually heated to 300 K and then was maintained at that temperature for 80 ps ; here, as in all MD runs, the time steps were 2 fs . Afterwards, MD-production runs were performed for at least 2.5 ns using an NPT ensemble with temperature $T=298 \mathrm{~K}$ and pressure $P=1 \mathrm{~atm}$. For each system under study, we analyzed the MD trajectories in two time ranges, based on structure snapshots taken at each picosecond. To compare with the simulations of Daré-Doyen et al. [7], we treated the first 700 ps of a production trajectory separately. Then, we extended the MD trajectory by 800 ps without analysis. Finally, we analyzed the MD trajectory from 1.5 to 2.5 ns .

We used four variables to quantify the structure of a dimer. The definition of these parameters starts with two pertinent characteristics, namely the average plane $P$ of each xanthylium group and its center of mass M. (The xanthylium group comprises the set of 14 atoms which make up the three aromatic rings; Fig. 1). Then four key structure parameters of a dimer are (1) the distance $M-M$ between the two centers of mass M and $\mathrm{M}^{\prime}$ of each xanthylium group, (2) the average $\mathrm{M}-\mathrm{P}$ of the two distance $\mathrm{M}-\mathrm{P}^{\prime}$ and $\mathrm{M}^{\prime}-\mathrm{P}$
between the center of mass $M$ of one xanthylium system to the plane $\mathrm{P}^{\prime}$ of the second xanthylium system of a dimer and vice versa, and (3) the roll angle $\alpha$ between the two xanthylium planes P and $\mathrm{P}^{\prime}$, and (4) the torsion angle $\beta$, i.e. the dihedral angle $\mathrm{C} 1-\mathrm{M}-\mathrm{M}^{\prime}-\mathrm{C} 1^{\prime}$ (see Figs. 1 and 2). DaréDoyen et al. used a different dihedral angle, $\mathrm{C} 1-\mathrm{M}-\mathrm{C}^{\prime}-\mathrm{M}^{\prime}$ which they also called $\beta ;[7]$ to avoid confusion, we refer to that dihedral angle as $\beta^{\prime}$. The anti-parallel reference configuration of a dimer is characterized by $\beta=180^{\circ}$ and $\beta^{\prime}=0^{\circ}$. For the dominant range of inter-plane distances, the torsion angles $\beta$ and $\beta^{\prime}$ essentially complement each other to $180^{\circ}$ within a few degrees.

We started the MD-simulations of P6G dimers with the monomers (in the geometry optimized at the B3LYP/6$31 \mathrm{G}^{*}$ level) oriented in anti-parallel fashion (Fig. 2), eclipsed at an inter-plane separation of $3.8 \AA$. For the R6G dimer, we used two starting geometries (Fig. 3): (1) an antiparallel configuration $\left(\beta=180^{\circ}\right)$ in full analogy to the P6G dimer, and (2) a "twisted" configuration with $\beta=120^{\circ}$ at an inter-plane separation of $6 \AA$. In addition, we carried out a simulation of the R6G dimer where the monomers were initially separated by $10 \AA$ with $\beta=180^{\circ}$.

To obtain the free-energy profile for the interaction of two P6G units at varying distance, we invoked thermodynamic integration [35]. For this purpose, we resorted to the module GIBBS of AMBER 6 [25]. We defined holonomic distance constraints [36] via the non-interacting centroids of the two monomers (Fig. S2; see ESM). That constrained distance was changed in steps of $0.25 \AA$ from 2.5 to $4.0 \AA$ and then in steps of $0.5 \AA$ up to a maximum of $12 \AA$. In


Fig. 2 a Torsion angle $\beta=\mathrm{C} 1-\mathrm{M}-\mathrm{M}^{\prime}-\mathrm{C}^{\prime}$ and $\mathrm{M}-\mathrm{M}$ distance $\mathrm{M}-\mathrm{M}^{\prime}$, defined for the P6G dimer: M is the center of mass of the 14 heavy atoms in xanthylium rings. b P6G dimer in which monomer1 (light and thin) is above monomer2 (dark and thick) in antiparallel configuration, $\beta=180^{\circ}$


Fig. 3 Starting geometries of the two trajectories of R6G dimers: a antiparallel orientation, $\beta=180^{\circ}$; b twisted configuration with $\beta=120^{\circ}$
each of the 24 cases, after an equilibration phase of 20 ps , the data was collected for 180 ps at each ps. These simulations were carried out under the same conditions applied previously (NPT ensemble, PME treatment of electrostatic
interactions), except time steps of 1 fs were used. Solute and solvent were separately coupled to a heat bath with the Berendsen algorithm [37].

## Results and discussion

Structure and dynamics of pyronine dimers
We begin our discussion of the MD-results by analyzing structure and dynamics of a P6G dimer because the carbethoxyphenyl substituent of R6G complicates matters for such a dimer, Fig. 1. Table 2 summarizes the main structural findings from our MD simulations. Starting with the most accurate results, obtained by averaging data generated with the PME approach for the "long time" interval from 1.5 to 2.5 ns , we note that the M-M distances for the force field variants STD, $(4.25 \pm 0.53) \AA$, and DD, $(4.16 \pm 0.54) \AA$, are compatible. As expected for geometric reasons, the corresponding average M-P distances are shorter, (3.44土 0.21 ) and ( $3.46 \pm 0.21$ ) $\AA$, respectively (Table 2). These latter distances between the planes of $\pi$-stacks are quite comparable to literature data [12-14]. The xanthylium planes stay parallel to each other, with an average roll angle $\alpha$ of $(11 \pm 7)^{\circ}$ for STD and $(10 \pm 7)^{\circ}$ for DD parameters. Also the torsion angles $\beta$, $(55 \pm 33)^{\circ}$ for STD and $(56 \pm 34)^{\circ}$ for DD, compare well for both variants of the force field (Table 2). The torsion angles $\beta$ vary over a rather wide range, with standard deviations (SD) of $\sim 30^{\circ}$, but the average configuration is closer to a parallel arrangement of the xanthylium groups than to an anti-parallel configuration (see below). As expected, the alternative torsion angle $\beta^{\prime}$ is essentially the complement of $\beta$ to $180^{\circ}$. At long times, both force field variants, STD and DD, yield essentially the same standard deviations for each of these structure parameters.

Table 2 Geometric parameters ${ }^{\text {a }}$ of a pyronine 6G dimer, averaged over various time intervals of MD trajectories. Results are shown for various force field variants (STD, DD) and two treatments of the electrostatic interaction, particle mesh Ewald technique (PME) and a residue-based cutoff of $12 \AA$

| Charges |  | $1-700 \mathrm{ps}$ |  |  | 1,501-2,500 ps |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | STD ${ }^{\text {b }}$ | $\mathrm{DD}^{\text {c }}$ | DD/PW ${ }^{\text {d }}$ | STD ${ }^{\text {b }}$ | $\mathrm{DD}^{\text {c }}$ |
| M-M, $\AA$ | PME | $4.08 \pm 0.52$ | $4.17 \pm 0.59$ | - | $4.25 \pm 0.53$ | $4.16 \pm 0.54$ |
|  | Cutoff | $4.21 \pm 0.58$ | $4.36 \pm 0.47$ | $4.14 \pm 0.52$ | $4.24 \pm 0.43$ | $4.19 \pm 0.57$ |
| M-P, $\AA$ | PME | $3.40 \pm 0.20$ | $3.50 \pm 0.21$ | - | $3.44 \pm 0.21$ | $3.46 \pm 0.21$ |
|  | Cutoff | $3.45 \pm 0.25$ | $3.54 \pm 0.20$ | $3.43 \pm 0.25$ | $3.48 \pm 0.16$ | $3.46 \pm 0.20$ |
| Roll $\alpha$, ${ }^{\circ}$ | PME | $12 \pm 8$ | $10 \pm 9$ | - | $11 \pm 7$ | $10 \pm 7$ |
|  | Cutoff | $12 \pm 10$ | $12 \pm 10$ | $9 \pm 18$ | $9 \pm 5$ | $9 \pm 6$ |
| Torsion $\beta$, ${ }^{\circ}$ | PME | $95 \pm 40$ | $109 \pm 57$ | - | $55 \pm 33$ | $56 \pm 34$ |
|  | Cutoff | $141 \pm 37$ | $161 \pm 16$ | - | $37 \pm 19$ | $47 \pm 26$ |
| Torsion $\beta^{\prime}$, ${ }^{\circ}$ | PME | $89 \pm 36$ | $70 \pm 56$ | - | $124 \pm 30$ | $123 \pm 31$ |
|  | Cutoff | $41 \pm 37$ | $19 \pm 17$ | $4 \pm 18$ | $139 \pm 19$ | $130 \pm 26$ |

[^1]Next, we compare the results of Table 2 according to three criteria that reflect on alternative MD strategies [7]. First, we address the effect of using a residue-based cutoff of $12 \AA$ for the Coulomb interaction, based on the more accurate long-time averages ( $1.5-2.5 \mathrm{~ns}$ ). For each set of charges, STD and DD, the long-time average values of all four structural parameters, $\mathrm{M}-\mathrm{M}, \mathrm{M}-\mathrm{P}, \alpha$, and $\beta$, from the trajectory obtained with Coulomb cutoff are compatible with the corresponding averages obtained with the PME treatment (Table 2). For both STD and DD results, there is a trend to smaller SD values of all characteristics shown in Table 2 (with the exception of $\mathrm{M}-\mathrm{M}$ for DD charges), on going from PME results to those obtained with a Coulomb cutoff. Still, according to these long-time results, we can confirm the conclusion [7] that for the present systems the PME method and the residue-based cutoff of the Coulomb interaction yield results that are comparable to a large degree.

This brings us to our second comparison, namely longtime ( $1,501-2,500 \mathrm{ps}$ ) vs. short-time ( $1-700 \mathrm{ps}$ ) trajectory averages (Table 2). The corresponding averages and standard deviations of the distances M-M and M-P as well as of the roll angle $\alpha$ are essentially compatible between all MD set-ups (STD vs. DD, PME vs. cutoff). However, longtime and short-time results for the torsion angle $\beta$ (and its complement $\beta^{\prime}$ ) are noticeably different.

At short times, PME results for both variants of the force field, STD and DD, exhibit a propensity to larger values of the torsion angle $\beta$ (Fig. 4), $(95 \pm 40)^{\circ}$ vs. ( $\left.55 \pm 33\right)^{\circ}$ and $(109 \pm 57)^{\circ}$ vs. $(56 \pm 34)^{\circ}$, respectively. In particular, the SD values are significantly larger at shorter times (PME: $40^{\circ}$, $57^{\circ}$ vs. $33^{\circ}, 34^{\circ}$; Table 2). In fact, as these MD trajectories had been started in the anti-parallel configuration, $\beta=180^{\circ}$, following the suggestion of earlier work [7], they took some


Fig. 4 Torsion angle $\beta$ (see Fig. 2) of P6G dimers based on various MD protocols. Simulations treating the Coulomb interaction with a PME technique and a residue-based cutoff of $12 \AA$, for force-field variants with standard (STD) or DD charge assignment (see text)
time to reach smaller torsion angles. This effect is particularly noticeable for trajectories generated with Coulomb cutoff, where large values of $\beta$ dominate for the first $500-600 \mathrm{ps}$ (Fig. 4). This analysis confirms that short simulation times of at most 700 ps , as adopted in [7], are not adequate for sampling the phase space. The subsequent discussion of physical aspects will be based only on structural parameters averaged over later times, from 1.5 to 2.5 ns .

Based on the long-time averages, we turn to the differences caused by the force-field variants STD and DD as third aspect of the comparison. Above we noted some differences in the structural parameters between the two sets of partial atomic charges when a Coulomb cutoff was employed (Table 2). However, with the PME approach, the two sets of charges yield very similar results. Still, the STD charges are preferable for consistency with the AMBER protocol of charge assignment [19].

Summarizing our methodological study, we decided to base our interpretation of physical properties of xanthene dimers in aqueous solution on MD simulations (1) obtained with the RESP-based charge assignment STD, (2) employing the PME technique for an accurate representation of the Coulomb interactions, and (3) using only data from later sections of trajectories, beyond 1 ns (Figs. 4 and 5). In contrast, the previously suggested physical picture, results DD/PW of Table 2, [7] were gleaned from a short trajectory


Fig. 5 M-M distance (see Fig. 2) in pyronine 6G dimers based on various MD protocols. Simulations treating the Coulomb interaction with a PME technique and a residue-based cutoff of $12 \AA$, for force-field variants with standard (STD) or DD charge assignment (see text)
(up to 700 ps ), generated with a Coulomb cutoff. Based on the pertinent structural parameters of Table 2, our present results suggest a very similar picture for P6G dimers than discussed previously [7]-with one notable exception. DD/ PW results [7] and long-time STD/PME averages of the present work for the torsion angle $\beta^{\prime}$ do not agree at all (Table 2). Whereas previously an anti-parallel orientation of the two monomers was found, $\beta^{\prime}=(4 \pm 18)^{\circ}$, our best results indicate rather large values for the alternative torsion angle, $\beta^{\prime}=(124 \pm 30)^{\circ}$, which in addition fluctuates over a wider range.

Structure and dynamics of rhodamine 6G dimers
Now we turn to the simulations of R6G dimers in aqueous solution, which were obtained with STD charges and the PME method. To facilitate comparison with previous work [7] we again considered two parts of a 2.5 ns trajectory, separately averaging over a short-time window, up to 0.7 ns , and a long-time window, from 1.5 to 2.5 ns (Table 3). We will first discuss the results for the trajectory which, as done before, [7] was started with an anti-parallel orientation, $\beta=180^{\circ}$, of the xanthylium moieties. For the shorttime window, results for the key structure parameters M-M (Fig. 6a), $\mathrm{M}-\mathrm{P}$, roll angle $\alpha$, and twist angle $\beta$ indeed agree well with previous results [7] and with the results obtained for a P6G dimer (Table 2). For the long-time average, one notes a propensity to larger M-M distances, $(4.41 \pm 0.50) \AA$ compared to ( $3.83 \pm 0.26$ ) $\AA$ at shorter times, and shorter MP distances, $(3.34 \pm 0.25) \AA$ compared to $(3.62 \pm 0.16) \AA$ at shorter times. Yet, corresponding averages at different times are compatible, based on the SD values.

However, this correspondence of short-time and longtime averages does not extend to the torsion angle $\beta$ (Table 3). After 1.5 ns , the R6G dimer exhibits a trend toward a twisted conformation at smaller torsion angles (Fig. 3b), with $\beta=(135 \pm 19)^{\circ}$ compared to the short-time average of $(157 \pm 9)^{\circ}$. From the SD values, both averages are statistically compatible. To study this conformation effect in more detail, we started a second trajectory at $\beta=120^{\circ}$ (see Section Materials and Methods). After some structural ad-
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Fig. $6 M-M$ distance (a) and torsion angle $\beta$ (b) of R6G dimers from MD set-ups with anti-parallel and twisted ( $\beta=120^{\circ}$ ) initial configurations; see Fig. 3. Simulation based on the STD charge assignment, treating the Coulomb interaction with the PME technique
justment, the torsion angle of this new trajectory settles near $70^{\circ}$, both for the short-time and the long-time average, with small and stable SD values of $\sim 10^{\circ}$ (Table 3). The smaller SD values for the averages of $\mathrm{M}-\mathrm{M}$ and $\mathrm{M}-\mathrm{P}$ of the second trajectory, 0.21 and $0.17 \AA$, respectively, compared to $0.50 \AA$ and $0.25 \AA$ (Table 3), indicate that this "twisted" configuration is more stable than the "anti-parallel"

Table 3 Geometric parameters ${ }^{\mathrm{a}}$ of a rhodamine 6G dimer, averaged over various time intervals of MD trajectories with different initial structures $\left(\beta=120^{\circ}, 180^{\circ}\right)$. Results for the STD variant of the force field and the PME treatment of the Coulomb interactions. Also shown are results of a previous study (DD/PW)

| Charges | $\underline{1-700 \mathrm{ps}}$ |  |  | 1,501-2,500 ps |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{STD}^{\text {b }}$ | STD ${ }^{\text {b }}$ | DD/PW ${ }^{\text {c }}$ | STD ${ }^{\text {b }}$ | STD ${ }^{\text {b }}$ |
| Initial structure | $\beta=120^{\circ}$ | $\beta=180^{\circ}$ | $\beta=180^{\circ}$ | $\beta=120^{\circ}$ | $\beta=180^{\circ}$ |
| M-M, ( $\AA$ ) | $3.91 \pm 0.62$ | $3.83 \pm 0.26$ | $3.75 \pm 0.23$ | $3.77 \pm 0.21$ | $4.41 \pm 0.50$ |
| $\mathrm{M}-\mathrm{P},(\AA)$ | $3.61 \pm 0.25$ | $3.62 \pm 0.16$ | $3.47 \pm 0.32$ | $3.58 \pm 0.17$ | $3.34 \pm 0.25$ |
| Roll $\alpha$, ${ }^{\circ}$ | $23 \pm 6$ | $8 \pm 6$ | $10 \pm 6$ | $23 \pm 5$ | $15 \pm 9$ |
| Torsion $\beta$, ${ }^{\circ}$ | $66 \pm 12$ | $157 \pm 9$ | - | $71 \pm 10$ | $135 \pm 19$ |
| Torsion $\beta$, ${ }^{\circ}$ | $117 \pm 12$ | $25 \pm 10$ | $20 \pm 11$ | $111 \pm 11$ | $56 \pm 20$ |

[^2]configuration reached at long times on the trajectory started with $\beta=180^{\circ}$.

The results for the second trajectory clearly identify a different conformation that is statistically independent from the conformation of the trajectory started with an anti-parallel orientation of the xanthylium rings (Fig. 6b). It seems that the long-time average of the torsion angle $\beta$ (let alone the short-time average) correlates to some extent with the initial value of the trajectory. Therefore, trajectories even longer than 2.5 ns seem to be required to approach a representative sampling of phase space.
As for the P6G dimer, the results for the torsion angle disagree with those obtained previously [7]. The long-time average values of the alternative torsion angle $\beta^{\prime},(56 \pm 20)^{\circ}$ for the trajectory starting at $\beta=180^{\circ}$ and $(111 \pm 11)^{\circ}$ for the trajectory starting at $\beta=120^{\circ}$, describe rather different configurations of R6G dimers than previous results, $\beta^{\prime}=$ $(20 \pm 11)^{\circ}$ (Table 3). Therefore, torsion angles of the xanthene dimers seem to be the structure parameter most sensitive to parameters of the MD simulations, in particular to length of the MD trajectories.

The physical mechanism of dimer formation in aqueous solution

Finally, we turn to an exploration of the driving force responsible for the formation of dimers from two positively charged xanthene monomers. This issue deserves further study despite previous discussions $[7,10]$. As a convincing demonstration of the strength of the driving force, we show in Fig. 7 results of an MD simulation on an R6G dimer where the trajectory was started with the two monomers separated by $10 \AA$. Within $150-200$ ps, both characteristic distances $\mathrm{M}-\mathrm{M}$ and $\mathrm{M}-\mathrm{P}$ quickly reduce to their typical


Fig. 7 Evolution of the $\mathrm{M}-\mathrm{M}$ and $\mathrm{M}-\mathrm{P}$ distances of a R6G dimer from an MD run starting in an anti-parallel configuration at an interplane separation of $10 \AA$. Simulation based on the STD charge assignment, treating the Coulomb interaction with the PME technique
range of 4-5 and 3-4 $\AA$, respectively, and a solvated dimer of two positively charged R6G monomers is formed.

It is informative, but as we will show not sufficient, to analyze the energy change underlying the dimer formation, based on those trajectories used previously to discuss the structure of the dimers (Table 4). For the present purpose, we separated, both for P6G and R6G dimers, the intradimer interactions (dye-dye) from the interaction of a dimer with its aqueous environment (dye-solv, Table 4), partitioning these interaction energies further into van der Waals (vdW) and electrostatic (estat) contributions. As reference, we also analyzed the interaction of dye monomers with their solvent, based on separate MD trajectories. With methodological issues in mind (see Section Structure and Dynamics of Pyronine Dimens), we compare in Table 4 results for the P6G dimer from trajectories with a cutoffbased and a PME treatment of Coulomb interactions (see Section Materials and Methods). We complement the analysis of a P6G monomer with results from a trajectory generated with a full Ewald treatment (Table 4).

Detailed inspection of the P6G data of Table 4 reveals three noteworthy results. (1) The intra-dimer interaction (dye-dye) is repulsive as electrostatic repulsion substantially exceeds van der Waals attraction, to yield a total repulsive energy of $31 \mathrm{kcal} \mathrm{mol}^{-1}$. Therefore, dimerization cannot be discussed without accounting for effects of the solvent environment [7, 10]. (2) Including the solvent contributions, the total energy $\Delta E_{\mathrm{dim}}$ of dimerization is very large, ( $-77 \pm 22$ ) for the PME trajectory and ( $-56 \pm$ 36) $\mathrm{kcal} \mathrm{mol}{ }^{-1}$ for the cutoff-based trajectory. (3) This "reaction energy" is totally dominated by changes of the electrostatic interaction during dimer formation. The total van der Waals energy of a P6G dimer, intra-dimer plus dyesolvent interactions, is essentially the same as the van der Waals interaction of two monomers with their environment; the corresponding SD values are notably larger, 6 $7 \mathrm{kcal} \mathrm{mol}^{-1}$, than the net energy changes, $-0.7 \mathrm{kcal} \mathrm{mol}^{-1}$ (cutoff) to $-3.2 \mathrm{kcal} \mathrm{mol}^{-1}$ (PME) (Table 4).

We also would like to point out three method-oriented findings (Table 4). (1) Corresponding results on van der Waals energies from both trajectories, PME and cutoffbased, agree very well. (2) The same holds for the intra-dye interaction energies, including their van der Waals and electrostatic components. (3) In contrast, PME and cutoffbased results for the dye-solvent interactions, for both dimers and monomers, exhibit notable discrepancies. As typical result, we mention the electrostatic contribution to the interaction of a P6G dimer with the solvent, which is $(-160 \pm 9) \mathrm{kcal} \mathrm{mol}^{-1}$ from the PME-based trajectory, but $(-263 \pm 24) \mathrm{kcal} \mathrm{mol}^{-1}$ from the cutoff-based trajectory. Besides the large difference of the average values, one should also notice the much smaller SD value of the PME result. We obtained these results by following the standard procedure for evaluating electrostatic interactions with the AMBER package [16].

The PME results seemingly underestimate the solvation energies of monomers and dimers in a major way compared with the corresponding cutoff-based results. However, for a complete analysis of the electrostatic (free) energy of

Table 4 Energy component analysis ${ }^{\text {a }}$ of monomers and dimers of P6G and R6G, based on trajectories up to 2.5 ns, generated with the standard variant (STD) of the force field and different treatments of the electrostatic interactions (PME, Ewald, cutoff)

|  |  | Dimer |  |  | Monomer |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Dye-dye | Dye-solv | SE | Dye-solv | SE | $\Delta E_{\text {dim }}$ |
| P6G |  |  |  |  |  |  |  |
| vdW | Ewald | - | - |  | $-28.2 \pm 2.5$ |  | - |
|  | PME | $-14.0 \pm 1.5$ | $-51.0 \pm 3.3$ |  | $-30.9 \pm 2.5$ |  | $-3.2 \pm 7.3$ |
|  | Cutoff | $-14.1 \pm 1.6$ | $-49.0 \pm 3.2$ |  | $-31.2 \pm 2.3$ |  | $-0.7 \pm 7.1$ |
| estat | Ewald | - | - |  | $-46.0 \pm 11.7$ |  | - |
|  | PME | $45.1 \pm 1.5$ | $-159.6 \pm 9.2$ | $-110.7 \pm 0.2$ | $-47.1 \pm 4.9$ | $-28.5 \pm 0.1$ | $-74.0 \pm 15.9$ |
|  | Cutoff | $45.4 \pm 1.9$ | $-262.9 \pm 23.8$ |  | $-81.3 \pm 10.4$ |  | $-54.9 \pm 36.1$ |
| Total | Ewald | - | - |  | $-102.7 \pm 11.9$ |  | - |
|  | PME | $31.1 \pm 1.5$ | $-321.3 \pm 12.7$ |  | $-106.5 \pm 7.5$ |  | $-77.2 \pm 21.7$ |
|  | Cutoff | $31.3 \pm 1.6$ | $-311.9 \pm 23.6$ |  | $-112.5 \pm 10.5$ |  | $-55.6 \pm 35.7$ |
| R6G |  |  |  |  |  |  |  |
| vdW | PME | $-18.7 \pm 2.2$ | $-66.2 \pm 4.4$ |  | $-42.3 \pm 2.9$ |  | $-0.3 \pm 9.5$ |
| estat | PME | $42.1 \pm 1.7$ | $-159.4 \pm 9.7$ | $-98.6 \pm 0.1$ | $-50.1 \pm 5.6$ | $-26.5 \pm 0.2$ | $-62.7 \pm 17.3$ |
| Total | PME | $23.4 \pm 1.6$ | $-324.2 \pm 10.0$ |  | $-118.9 \pm 6.0$ |  | $-63.0 \pm 17.6$ |

${ }^{\text {a }}$ van der Waals $(v d W)$, electrostatic (estat) and total contributions to the interaction between the two dye moieties of a dimer (dye-dye) as well as a between a solute (dimer, monomer) and its solvent environment (dye-solv). For PME trajectories, the self-energy correction (SE) is also given; see text for details. Binding energy of a dimer: $\Delta \mathrm{E}_{\text {dim }}=\mathrm{E}_{\text {dimer }}($ dye - dye $)+\mathrm{E}_{\text {dimer }}($ dye - solv $)+(\mathrm{SE})-2 \times\left[\mathrm{E}_{\text {monomer }}(\right.$ dye - solv $\left.)+\mathrm{E}_{\text {monomer }}(\mathrm{SE})\right]$. All energies in $\mathrm{kcal} \mathrm{mol}^{-1}$
solvation based on an Ewald procedure, one has to add an estimate of the self-energy $E_{\mathrm{SE}}$, which accounts for the interaction of a charge with its own periodic images and the neutralizing plasma [38]. For a cubic unit cell of length $L$ (in $\AA$ ), the self-energy term is $E_{\mathrm{SE}}=-943.0 q^{2} / L \mathrm{kcal} \mathrm{mol}^{-1}$ where $q$ is the charge of the solvated molecule (in $e$ ) [39]. In the present study, the shapes of the unit cells are close to cubic; therefore, we estimated the self-energy correction by averaging $L^{-1} \approx V^{1 / 3}$ along a trajectory where $V$ is the volume of the unit cell (Table S2). Other corrections, e.g. for a solvent of low dielectric permittivity [40] or the formation of a solute cavity of non-negligible size (radius $R$ ) compared to the unit cell [41], can be neglected in the present case because $1 \ll \varepsilon$ and $2 \pi R^{2} / 3 L^{2} \ll 1$, respectively. With the resulting $E_{\mathrm{SE}}$ corrections, PME and cutoff-based electrostatic energy contributions for monomers and dimers of both P6G and R6G agree within their standard deviations (Table 4).
We close this discussion of Table 4 by comparing results for P6G and R6G. Not unexpectedly, all van der Waals contributions of P6G, intra-dimer and dimer-solvent of the dimer and monomer-solvent, are larger (by absolute value) than the corresponding values for the smaller molecule P6G. However, just as for P6G, the van der Waals interaction of R6G does not provide a net contribution to the dimer formation, $(-0.3 \pm 9.5) \mathrm{kcal} \mathrm{mol}^{-1}$. Again as a consequence of the size of the systems, the electrostatic and the total interaction within a dimer are less repulsive for R6G, e.g. ( $23.4 \pm 1.6$ ) $\mathrm{kcal} \mathrm{mol}^{-1}$ for the total energy contribution compared to $(31.1 \pm 1.5) \mathrm{kcal} \mathrm{mol}^{-1}$ for P 6 G . Also for R6G, the self-interaction corrected electrostatic interaction completely dominates the total energy of dimer formation, $(-63.0 \pm 17.6) \mathrm{kcal} \mathrm{mol}^{-1}$. Although this average value for R6G is notably smaller than the
corresponding PME result for P6G, ( $-77 \pm 22$ ) $\mathrm{kcal} \mathrm{mol}^{-1}$, one cannot draw any conclusions (e.g. on the equilibrium constants in solution), because both values are compatible within the sum of their standard deviations, $\sim 30 \mathrm{kcal}$ $\mathrm{mol}^{-1}$.

This analysis of interaction energies yielded dimerization energies comparable to the solvation free energies of ions. Therefore, any direct comparison with experiment based on such an energy analysis [7] is premature without accounting for entropy contributions due to the reorganization of the solvent structure. Entropic effects due to the solute can be largely neglected because structure and internal energy of the xanthylium unit are not expected to undergo substantial changes during dimer formation; freezing the "flipping" degrees of freedom of the carbethoxyphenyl moieties would only lead to the loss of a few $\mathrm{kcal} \mathrm{mol}^{-1}$.

In simulations, solute-solvent entropy effects can directly be addressed based on solute-solvent distribution functions [42, 43]. Nevertheless, for a qualitative understanding of these effects as well as for assessing their scaling behavior with the charge and the size of the solute, it is useful to perform some very simplified estimates. One expects that the large favorable changes of the electrostatic energy upon dimerization are balanced by an decrease of the entropy due to a rearrangement of the water molecules in the vicinity of the solute. We estimate for P6G how the number of "bound" water molecules changes during the formation of a dimer.

As above, we focus on heavy atoms and we assume that each such center of a monomer is able to coordinate on average about two solvent molecules if no further steric constraints are active. Then a monomer is estimated to bind $N_{\text {tot }}$ (mono) $=2 N$ water molecules, where $N=22$ for P6G. The value of $N_{\text {tot }}$ (mono) $=44$ is in good agreement with the
number of water molecules in the first solvation shell of P6G, estimated along the trajectory by the program AMBER 8 on geometric grounds, [16] 45.1 $\pm 3.8$.

Upon formation of a dimer, the number of immobilized solvent molecules changes for both steric and electrostatic reasons. Extending the preceding steric argument to a dimer, water molecules are expelled from the space "between" the monomers; hence, on first sight, the number of immobilized solvent molecules would be reduced to $N_{\text {tot }}$ (dimer,steric) $=2 N_{\text {tot }}$ (mono) $-2 N^{\prime}$ where $N^{\prime} \approx 14$ is approximately the number of heavy atoms of a xanthylium moiety. Again, this estimate of $N_{\text {tot }}$ (dimer,steric) $=60$ agrees quite well with the trajectory average of the number of water molecules in the first solvation shell of a P6G dimer, $65.1 \pm 4.4$. Note that this estimate, alone on steric arguments, would lead to an entropy contribution which would increase (in absolute terms) the free energy driving force for dimerization beyond the already very strong energy contribution discussed above.

However, this reasoning solely on steric grounds neglects the long-range electrostatic effect which can be approximately quantified by the electrostatic potential $\Phi \sim q^{2} / R$ where $R$ is the effective radius of the solute. Upon dimerization, the charge $q$ of the solute doubles, but the effective radius of the solute increases as well, by about a factor of $2^{1 / 3}$. Therefore, $N_{\text {tot }}$ (dimer,steric) has to be scaled by an electrostatic factor:
$\lambda=\frac{\Phi_{\text {dimer }}}{\Phi_{\text {monomer }}}=\frac{q_{\text {dimer }}^{2}}{q_{\text {monomer }}^{2}} / \frac{R_{\text {dimer }}}{R_{\text {monomer }}} \approx 4 / 2^{1 / 3} \sim 3$
Hence, during formation of a dimer, the number of "bound" water molecules is estimated to increase by

$$
\begin{align*}
\Delta N & =\lambda N_{\mathrm{tot}}(\text { dimer }, \text { steric })-2 N_{\text {tot }}(\text { mono })  \tag{2}\\
& =(\lambda-1) 2 N_{\mathrm{tot}}(\text { mono })-\lambda 2 N^{\prime} \approx 8 N-6 N^{\prime}
\end{align*}
$$

The estimate for P 6 G dimerization is $\Delta N=92$. Attributing a change of the free energy by 1 kT due to each of these additionally "bound" solvent molecules, one estimates an entropy induced increase of the free energy upon dimerization by $\sim 55 \mathrm{kcal} \mathrm{mol}^{-1}$. Thus, the total free energy change accompanying the dimerization of P6G is significantly smaller (in absolute terms), about $-20 \mathrm{kcal} \mathrm{mol}^{-1}$, than the total energy of dimerization, $-77 \mathrm{kcal} \mathrm{mol}^{-1}$ (Table 4).

This rather qualitative discussion is corroborated by the results of a free-energy calculation on the dimerization of P6G via thermodynamic integration; see the Section Materials and Methods. The resulting free energy curve (Fig. 8) exhibits a minimum near $3.5-3.8 \AA$ which has a $\sim 7 \mathrm{kcal} \mathrm{mol}^{-1}$ depth, in satisfactory agreement with the above estimate.

One expects a rather similar entropy contribution to the free energy change of forming a R6G dimer because the carbethoxyphenyl moieties should hardly affect the number of "bound" water molecules during dimer formation. In


Fig. 8 Free energy profile of a P6G dimer from thermodynamic integration along the centroid distance $\mathrm{X}-\mathrm{X}^{\prime}$ in forward and reverse directions; see also Fig. S2
fact, from the trajectory average of the estimated numbers of water molecules in the first solvation shells of R6G monomers and dimers, $60.1 \pm 4.3$ and $89.7 \pm 5.5$, respectively, one deduces that about 30 water molecules are "squeezed" from the first solvation shell upon formation of a R6G dimer, very similar to the trajectory estimate of 25 for the formation of a P6G dimer (see above). Thus, given that dimerization energies of R6G and P6G are similar (Table 4), the free energy change during the formation of an R6G dimer should be similar. However, the solvent induced entropy contribution to the free energy change does not yield an equally satisfactory estimate as for the P6G dimer, in part because of large uncertainty of the dimerization energies (see the relatively large SD values of $\sim 15 \mathrm{kcal} \mathrm{mol}^{-1}$ ), but most likely because the carbethoxyphenyl substituent of the xanthylium moiety spoils a simple estimate of the Coulomb scaling factor $\lambda$. Experimental evidence shows [44-46] that entropy-enthalpy compensation occurs in many chemical and biological processes, resulting in small values of free energies changes.

The driving force of a dimerization reaction often can be expected to be small because the solvent contribution to the dimerization energy scales in very similar fashion as the entropy contribution. We have seen that the total energy of such charged solutes is to a good approximation proportional to the solvation energy, which in turn scales approximately as the electrostatic potential $\Phi \sim q^{2} / R$. As this latter energy dominates the total energy of dimerization, one has for the energy change during dimerization

$$
\begin{align*}
\Delta E_{\mathrm{dim}} & \propto \Phi_{\text {dimer }}-2 \times \Phi_{\text {monomer }} \\
& \propto-(\lambda-2) \frac{q_{\text {monomer }}^{2}}{R_{\text {monomer }}} \sim \Phi_{\text {monomer }} \tag{3}
\end{align*}
$$

Thus, both the energy and the entropy contributions to the dimerization are expected to scale with $q^{2} / R$. Inspection of Table 4 shows that the estimate of Eq. 3 holds quite well for P6G and more approximately also for R6G.

## Summary and conclusions

In summary, the results of our MD simulations on P6G and R6G dimers do not fully support the computational findings of the work by Daré-Doyen (DD) et al. [7]. We have opted for a different computational protocol. Despite considerable effort, we were not able to reconstruct the DD charge assignment which does not comply with the recommended procedure (referred to as STD) for supplementing the chosen force-field AMBER-95 [16, 25]. Pertinent minima differ by $\sim 10^{\circ}$ in the torsion angle for the rotation within the xanthylium dimer. However, we decided to compare for the P6G dimer the results of MD trajectories generated consistently for both charge assignments, STD and DD. In addition, for P6G dimers, we carried out a detailed comparison of an Ewald-type treatment of the Coulomb interaction (PME) with the residue-based cutoff approach chosen previously [7].

Yet, the largest differences by far between the two computational strategies are due to the fact that the previous discussion [7] of the structure of xanthylium dimers was based on too short MD trajectories ( $1-700 \mathrm{ps}$ ) whereas we based interpretation of the structure of dimers on long-time trajectory averages (1,501-2,500 ps). For P6G dimers at long times, averages of structural parameters studied agree well between both force field variants, STD and DD. However, according to our results, the average configuration of a P6G dimer for both set of charges exhibits a "twisted" configuration, closer to a parallel arrangement of the xanthylium groups, in contrast to an anti-parallel configuration assigned previously [7]. Comparison of long-time (1,501-2,500 ps) vs. short-time (1700 ps ) parts of the trajectories exhibits a clear propensity for a further rotation away from the anti-parallel configuration. This confirms that short simulation times [7] are not adequate for sampling the phase space of xanthylium dimers and sheds some doubt on the possibility to compare short-time MD results with NMR data. We found here that the P6G dimer is actually a rather flexible system regarding the torsion angle.

For the R6G dimer, we performed similar investigations, but restricted them to the STD charge assignment and a PME treatment of Coulomb interactions. Starting from an anti-parallel configuration (torsion angle $180^{\circ}$ ), we observed a trend towards a twisted conformation, with a torsion angle of $\sim 120^{\circ}$ along a trajectory of 2.5 ns . In a second trajectory starting with a configuration showing such a torsion angle, we noticed a further torsion toward smaller angles, $\sim 70^{\circ}$. This finding lead us to conclude that even a trajectory of 2.5 ns may not suffice to compare MD findings for R6G dimers with experimental data, in view of the structural complexity introduced by the carbethoxyphenyl substituent of the R6G xanthylium moiety. These aspects require further study.

We also proposed an answer to the question why positively charged xanthylium moieties form dimers (or even higher-order aggregates [4]) in aqueous solution. A quantification of the straightforward argument, which relies on the solvent-induced energy gain as a consequence
of the increased charge in the dimer, results in dimerization energies of $60-70 \mathrm{kcal} \mathrm{mol}^{-1}$. This energy is completely dominated by the electrostatic interaction of the solute with its aqueous environment. We showed that a residue-based cutoff strategy and a PME procedure yield compatible values of the electrostatic energy, if a self-interaction correction is applied to PME results of AMBER 8. However, to reach a physically meaningful picture of the dimer formation, one has to turn to a discussion of free energies. For P6G, we proposed an estimate of the solute-solvent entropy change during dimerization, accounting for the reorganization of the solvent in the vicinity of the solute. This entropy related contribution almost cancels the gain in electrostatic energy, as corroborated by a free energy calculation via thermodynamic integration which resulted in driving force for dimerization of only about $-7 \mathrm{kcal} \mathrm{mol}^{-1}$. Also these results suggest further studies to arrive at a more complete picture of the structure and dynamics of xanthylium dimers. It will be advantageous to base these investigations on free energy calculations to ensure an unbiased sampling of the phase space.
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[^1]:    ${ }^{\text {a }}$ See Fig. 2 for the definitions
    ${ }^{\mathrm{b}}$ Standard force field, present work
    ${ }^{\text {c }}$ Atomic partial charge from [7], present work
    ${ }^{\text {d Previous work, [7] }}$

[^2]:    ${ }^{\text {a }}$ See text and Fig. 2 for the definitions
    ${ }^{\mathrm{b}}$ Standard force field, present work
    ${ }^{\text {c }}$ Previous work, [7]

